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Are all EFTs allowed? 

Answer: NO! Certain low energy effective theories do not 
admit well defined UV completions

With typical assumption that:
 UV completion is Local, Causal, Poincare Invariant and Unitary

 Positivity Bounds/S-matrix Bootstrap
• Place constraints on signs and magnitudes of irrelevant 

operators in an EFT - Particular fruitful for EFTs of higher 
spin particles and EFTs in broken states (i.e. for Goldstone/
Stuckelberg modes)

• Most constraints are double sided (compact bounds!)
• Bounds broadly consistent with naturalness/EFT power 

counting arguments



Non-relativistic Causality/Analyticity
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Gret(!) =

Z 1

�1
dt ei!(t�t0)Gret(t, t

0)

=

Z 1

0
dt ei!t�(t, 0)

Analytic in upper-half complex plane

Causal propagation:

In momentum space:

Causality implies analyticity!!!!



Lets add relativity!

Suppose we have a scalar operator Ô(x)

Relativistic Locality tells us that ……

[Ô(x), Ô(y)] = 0

if (x� y)2 > 0

Unitarity (positivity) tells us that

where Ô(f) =

Z
d
4
x f(x)Ô(x)h |Ô(f)2| i > 0



Kallen-Lehmann Spectral 
Representation

⇢(µ) � 0
Positive Spectral Density

as a result of Unitarity

Together with Poincare invariance these imply:

GO(k) =
Z

k2 +m2 � i✏
+ S(�k2) + (�k2)N

Z 1

4m2

dµ
⇢(µ)

µN (k2 + µ� i✏)

S(�k2) =
N�1X

k=0

ck(�k2)k lim
µ!1

⇢(µ) ⇠ µ��d/2
N = [�� d/2 + 1]

UV Conformal weight

ih0|T̂ Ô(x)Ô(y)|0|i =
Z

d
d
k

(2⇡)d
e
ik.(x�y)

GO(k)



Define complex momenta squared z = �k2 + i✏

Pole Branch cut

GO(z) =
Z

m2 � z
+ S(z) + zN

Z 1

4m2

dµ
⇢(µ)

µN (µ� z)

Physical region

   

Im(z)

Re(z)

Analytic Structure



Physical region

   

Im(z)

Re(z)

Region of  Validity of  EFT

⇤2

LEEFT valid here, can calculate pole 
and LE part of cut UV completion

- unknown?



Physical region
Im(z)

Re(z)

Analytic Structure 2:  
Move the branch cut!

⇤2

G0
O
(z) = S(z) + zN

Z 1

⇤2

dµ
⇢(µ)

µN (µ� z)

de Rham, Melville, AJT 1710.09611
Bellazzini et al 1710.02539

de Rham, Melville, AJT, Zhou 1702.08577

G0
O
(z) = GO(z)�

Z

m2 � z
� zN

Z ⇤2

4m2

dµ
⇢(µ)

µN (µ� z)

Calculable in 
EFT



Linear Positivity Bounds

DM (z) =
1

M !

dM

dzM
G0

O
(z) =

Z 1

⇤2

dµ
⇢(µ)

(µ� z)M+1

M � N

DM (0) =

Z 1

⇤2

dµ
⇢(µ)

µM+1

DM (0) > 0 DM (0) � ⇤2DM+1(0)

Positivity of these integrals enforces positivity of combinations of 
Wilson coefficients for Irrelevant operators

G0
O
(z) = S(z) + zN

Z 1

⇤2

dµ
⇢(µ)

µN (µ� z)



Nonlinear Moment Positivity

DM (0) =

Z 1

⇤2

dµ
⇢(µ)

µM+1
= h 1

µM
i

Maths by Stieltjes in 1890s, applied to scattering amplitudes positivity in 1970s!! Rejuvenated 
in:

NX

p,q=0

DM+p+qy
pyq = hµ�M (

NX

p=0

ypµ�p)2i > 0
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‘positivity of N x N Hankel matrix’

yTDMy =
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det(DM ) > 0
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(DM )pq = DM+p+q

Arkani-Hamed, Huang, Huang EFT-Hedron 2020
Bellazzini et al, Positive Moments .., 2020



Simply example Cauchy-Schwarz:

D2MD2N � (DN+M )2
‘positivity of 2 x 2 Hankel matrix’

✓
D2N DN+M

DN+M D2M

◆
h(µ�M + �µ�N )2i � 0

Repeated use of Cauchy Schwarz:
D2N � D2N

1

D2N�1
0

DM (0) =

Z 1

⇤2

dµ
⇢(µ)

µM+1
= h 1

µM
i

Nonlinear Moment Positivity
Maths by Stieltjes in 1890s, applied to scattering amplitudes positivity in 1970s!! Rejuvenated 

in: Arkani-Hamed, Huang, Huang EFT-Hedron 2020
Bellazzini et al, Positive Moments .., 2020



What does this tell us about EFT?
e.g. Suppose scalar field in EFT with tree level action …….

Tree level Feynman propagator is

S =

Z
d
4
xÔ(x)[⇤+ a1

⇤2

⇤2
+ a2

⇤3

⇤4
+ . . . ]Ô(x)

GO(z) = � 1

z + a1
z2

⇤2 + a2
z3

⇤4 + a3
z4

⇤6 + a4
z5

⇤8 . . .

G0
O
(z) =

a1
⇤2

+
(a2 � a21)

⇤4
z +

a31 � 2a1a2 + a3
⇤6

z2 +
a4 � 2a1a3 � a22 + 3a21a2 � a41

⇤8
z3 +O(z4)



What does this tell us about EFT?

Linear 
Positivity Bounds:

assuming no 
subtractions N = 0

a1 > 0 a2 > a21
a31 � 2a1a2 + a3 > 0

a4 � 2a1a3 � a22 + 3a21a2 � a41 > 0

G0
O
(z) =

a1
⇤2

+
(a2 � a21)

⇤4
z +

a31 � 2a1a2 + a3
⇤6

z2 +
a4 � 2a1a3 � a22 + 3a21a2 � a41

⇤8
z3 +O(z4)

NonLinear 
Positivity Bounds: D2D0 > D2

1
a1a3 � a22 > 0

D3D
2
0 �D3

1 + 2D2
0(D2D0 �D2

1) > 0 a4a
2
1 � a32 > 0



S-Matrix lore
1. Unitarity
2. Locality:          Scattering Amplitude Polynomially  (Exponentially) Bounded
3. Causality:        Analytic Function of Mandelstam variables (modulo poles+cuts)
4. Poincare Invariance
5. Crossing Symmetry:     Follows from above assumptions
6. Mass Gap:       Existence of Mandelstam Triangle and Validity of Froissart Bound

Added Ingredient: Crossing Symmetry

A+B ! C +D A+ D̄ ! C + B̄

s-channel u-channel

A

B

C

D
�p4 �p2

D̄ B̄

A Cs = �(p1 + p2)
2

t = �(p1 + p3)
2

u = �(p1 + p4)
2

All particles are elementary, but some are more elementary than others. (Abdus Salam 1960)



S-matrix analyticity
Punch Line: 
In a theory with a mass-gap, the 2-2 Scattering amplitude                             
is an analytic function of     at fixed                    with poles and 
branch cuts in physical places.

A(s, t)
s t < 4m2

|A(s, t)| < s2 0  t < 4m2

We can write a dispersion relation with two subtractions!

Jin and Martin bound (1964)

@n
t Im[A(s, t)] > 0 Unitarity of partial waves Im[al(s)] > 0



1970’s Positivity Constraints
Positivity bounds first developed around 1970 - many 

different statements and different methods - including 
ones that emphasise use of full crossing symmetry

Focus mainly on bounds on partial waves 
in ‘unphysical’ region

Positivity refers to restricted requirement

as opposed to full unitarity!

Im(al(s)) � 0 s � 4m2

0  |al(s)|2  Imal(s)  1 s � 4m2

0  s < 4m2
al(s)

(as used for example in S-matrix
 bootstrap program)



Partial wave expansion
Partial waves can be inferred from amplitude by 

orthogonality of Legendre polynomials

z = cos ✓ = 1 + 2t/(s� 4m2)al(s) =
1

16⇡

r
s� 4m2

s
fl(s)

fl(s) =
1

2

Z 1

�1
dz Pl(z)A(s, z)

A(s, t) = 16⇡

r
s

s� 4m2

1X

l=0

(2l + 1)Pl

✓
1 +

2t

s� 4m2

◆
al(s)



Ql(z) =
1

2

Z 1

�1
dz0

Pl(z0)

z � z0

Froissart-Gribov representation
fl(s) =

1

2

Z 1

�1
dz Pl(z)A(s, z)

fl(s) =
4

⇡(4m2 � s)

Z 1

0
dµQl

✓
�1 +

2µ

4m2 � s

◆
ImA(µ, s)

l = 2, 4, 6 . . .

l = 0 determined by subtraction function so no obvious positivity

Using and dispersion relation

Odd partial waves vanish by t-u crossing symmetry



l = 2, 4, 6 . . .

Ql(z) =

Z 1

0
d✓

�
z + (z2 � 1) cosh ✓

��l�1

fl(s) =
4

⇡(4m2 � s)

Z 1

0
dµ

Z 1

0
d✓(z(µ) + (z(µ)2 � 1) cosh ✓)�l�1ImA(µ, s)

z(µ) = �1 +
2µ

4m2 � s

Using integral representation:

One can prove:

Froissart-Gribov representation



Stieljes argument
nX

p=0

nX

q=0

fl+p+qy
pyq =

4

⇡(4m2 � s)

Z 1

0
dµ

Z 1

0
d✓(z(µ) + (z(µ)2 � 1) cosh ✓)�l�1

"
nX

p=0

yp
Z 1

0
d✓(z(µ) + (z(µ)2 � 1) cosh ✓)�p

#2

ImA(µ, s)

Positive for Positive for s � 0

z(µ) = �1 +
2µ

4m2 � s

s < 4m2

Totally Positive for 0  s < 4m2



Positivity of  Hankel Determinant
nX

p=0

nX

q=0

fl+p+qy
pyq � 0 0  s < 4m2

‘positivity of N x N Hankel matrix’

(Fl)pq = fl+p+q

Det(Fl(s)) � 0 0  s < 4m2

f6(s)f2(s) � f4(s)
2Example

Infinite set of non-linear positivity constraints on partial waves 
amplitudes!!!! 



2000-2020’s Positivity Constraints

• Greater emphasis on constraints on Low energy 
effective theory Wilson coefficients rather than partial 
waves themselves

• Primarily interested in physical scattering region 
rather than Mandelstam triangle

• Application to theories without a mass gap (assuming 
weak coupling)

Key difference to 1970’s



Scattering Amplitude Analyticity

     

Complex s plane Physical scattering 
region is   s � 4m2

crossing: u = 4m2 � s� t

�t �t

Poles Branch cutsSubtractions



‘Improved’ Scattering Amplitude Analyticity

Complex s plane Physical scattering 
region is   s � 4m2

crossing: u = 4m2 � s� t

⇤2

A0
s(s, t) = c0(t) + c1(t)s+

s2

⇡

Z 1

⇤2

Im(As(µ, t)

µ2(µ� s)
+

u2

⇡

Z 1

⇤2

Im(As(µ, t)

µ2(µ� u)



Fixed t Stieltjes Positivity Bounds

1

M !

dM

dsM
A0

s(2m
2 � t/2, t) =

1

⇡

Z 1

⇤2

dµ
ImAs(µ, t) + ImAs(µ, t)

(µ� 2m2 + t/2)M+1
> 0
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0  t < 4m2
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det
pq

✓
1

(M + p+ q)!

dM+p+q

dsM+p+q
A0

s(2m
2 � t/2, t)

◆
> 0

<latexit sha1_base64="hjkQBoDw+KNlxEPhPf31JojLFWA=">AAACSHicbZBNTxsxEIa9aSmQQhvokYtphEgEpLsRqD2hUC5cKqVSA0jZsPJ6ZxML7wf2bKXI2p/XC0du/AYuHKhQb3U+pLbQV7L0+pkZjf2GuRQaXffWqbx4ufBqcWm5+npl9c3b2tr6qc4KxaHHM5mp85BpkCKFHgqUcJ4rYEko4Sy8PJ7Uz76D0iJLv+E4h0HChqmIBWdoUVAL/AgwMPlV6UuIseHHinHjlabxZSffuWpuljMSXZgpKEsTUf3n4nMm6VEZ6O1GO7lo7+GH9i42qa/EcITNQzeo1d2WOxV9bry5qZO5ukHtxo8yXiSQIpdM677n5jgwTKHgEsqqX2jIGb9kQ+hbm7IE9MBMgyjpliURjTNlT4p0Sv+eMCzRepyEtjNhONJPaxP4v1q/wPjTwIg0LxBSPlsUF5JiRiep0kgo4CjH1jCuhH0r5SNmg0ObfdWG4D398nNz2m55+62Dr/v1zud5HEtkg7wnDeKRj6RDTkiX9AgnP8gdeSA/nWvn3nl0fs1aK8585h35R5XKbyUwsKE=</latexit>

0  t < 4m2

<latexit sha1_base64="19pKMRIgLzTzQrCzyPa5fhtmtsQ=">AAAB83icbVA9SwNBEN2LXzF+RS1tFoNgFe5CRAuLoI1lBPMBuTPsbfaSJbt7x+6cEI78DRsLRWz9M3b+GzfJFZr4YODx3gwz88JEcAOu++0U1tY3NreK26Wd3b39g/LhUdvEqaasRWMR625IDBNcsRZwEKybaEZkKFgnHN/O/M4T04bH6gEmCQskGSoecUrASr6LfcEwXNflY61frrhVdw68SrycVFCOZr/85Q9imkqmgApiTM9zEwgyooFTwaYlPzUsIXRMhqxnqSKSmSCb3zzFZ1YZ4CjWthTgufp7IiPSmIkMbackMDLL3kz8z+ulEF0FGVdJCkzRxaIoFRhiPAsAD7hmFMTEEkI1t7diOiKaULAxlWwI3vLLq6Rdq3r16sV9vdK4yeMoohN0is6Rhy5RA92hJmohihL0jF7Rm5M6L86787FoLTj5zDH6A+fzBycDkHg=</latexit>

Even M+p+q M � 2

Even M



Positivity of  Goldstones and Pions

Consider Goldstone EFT L = �1

2
(@�)2 +

c

⇤4
(@�)4

T. N. Pham and Tran N. Truong (1985)

3028 T. N. PHAM AND TRAN N. TRUONG 31

m m data up to 1 GeV). The effective Lagrangian for
meson-meson interactions is given by

=Wo +W0

where Wo is the standard minimal term. In the chiral-
symmetry limit (massless pion), there are only two chiral-
invariant quartic terms and the quartic term W~ is given in
the most general form as

Tr( [B„MM,B„MM]~)+ y~ [Tr(B„MB„M) ]~32e' " ' " 8e'
(2)

in standard notation. M is the meson coupling matrix of
the exponential form in the nonlinear realization of chiral

I

symmetry and is given by
t 'I

2 i+M= exp f = m

is the octet pseudoscalar-meson field operator:

e=g ' ', i=1, . . . , 8
( 2

We are interested in evaluating the coefficients e and y
in W0. The first term in Eq. (2) is denoted as the Skyrme
term and the other term is called the non-Skyrme term.
The contribution to the ~m scattering amplitude from these
quartic terms is obtained directly from all tree graphs gen-
erated by Wg. Let Tot4,q(s, t' u ) be the invariant scattering
amplitude for the process ~,+ m q n-, + m-q, then the parts
obtained from WQ for vr +~o m +m and ~ m o ~o~ elas-
tic scatterings are given by

T~~Q (s, t, u) = [(s—2m ) + (u —2m ) —2(t—2m~~) ]+~ (t—2m )1f p 4 (3a)

Tg (s, t, u) = [(s—2m ) + (t—2m ) + (u —2m ~)~]
e2 4 (3b)

~ ~+0 2
geo' e'f 4

~ ~oo 4y
e~f (4)

Note that by taking the derivative of the amplitudes, we get
rid also of the contribution from the derivative quadratic
terms in the chiral-invariant Lagrangian or similar terms
from the chiral-symmetry-breaking (3, 3) + (3, 3) mass
term, which are therefore not needed in our analysis. The
two processes mom ~ m ~ and m +m o m +mo are even
under s u crossing (even in co). Using the Froissart
bound, we can thus write a once-subtracted dispersion rela-
tion for T(co) We have.

( ) T (0) Qj ~
Im TQQ(Ql ) dQJ

00 ~ 00 + J g p( g p) (5)

and a similar expression for T+0(co).
Using the optical theorem and taking the derivative of (5)

and comparing it with (4), we obtain

js(s—4m ~)o.,"„(s)ds
e' m "4m ' (s—2m ')' (6a)

where s, t, u are the usual Mandelstam variables. Note that
for n +n 0 elastic scattering, in the forward direction (t = 0)
the non-Skyrme term does not contribute to the energy-
dependent quartic term while the Skyrme term does not
contribute to m ~ ~ ~ scattering. Hence by considering
the amplitude in the forward direction ( t = 0) and taking
the derivative with respect to

a)~= (s—2m ) (s+ u =4m~, t=0)
we can isolate the Skyrme and non-Skyrme terms. We get

and similarly

y
e2
f 4 " Qs(s —4m ~)a," (s)ds
2' " 4m (s —2m ')' (6b)

From the positivity of the cross section we see that y and e
must be positive-. Also, obvious lower bounds for e~ and y
can be obtained using only the measured cross sections in
the available energy range. Furthermore, to get e~ and y
from Eqs. (6), it is useful to note that because of the extra
power in the energy denominator, the high-energy contribu-
tion is strongly suppressed so that most of the contribution
to e and y comes from the low-energy dispersion integral.
~+~o

cT) t involves contributions from the I= 1 and I= 2 chan-
nels while o-„," receives contributions from the I=0 and
I= 2 channels. (We neglect the D -wave I= 0 contribu-
tion. ) At low energy, from the arm data or from the
current-algebra result, a-„=, is found negligible. Therefore,
the Skyrme term receives mostly contribution from the p-
meson resonance, and the non-Skyrme terms get the main
contribution from the large I= 0 S-wave scattering which
could be interpreted as a possible broad scalar resonance
(which however does not show up in the phase-shift
analysis). We use the parametrization for the partial-wave
amplitudes,

(8I
t e stn t

p(s)
which agrees with the experimental data and which gives5
the correct Weinberg S- and P-wave amplitudes at
s =~™„'[p ( s ) = ( s —4m'') 'i'/ s'i'],

(L/12) (s—4m„~)
1—a(s —~m„~)+ (L/12) (s —4m„)[h(s) —h(m /2) —ip(s)]

(L/g) (s—m„'/2)
1 + bQ(s —m ~/2) + (L/2) [s—(m ~/2) ] [h (s)—h (m ~/2) —ip (s) ]

y, (s—4m„')
se —s+ y)(s —4m ') [h(s) —ip(s)]
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term, which are therefore not needed in our analysis. The
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Using the optical theorem and taking the derivative of (5)

and comparing it with (4), we obtain
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where s, t, u are the usual Mandelstam variables. Note that
for n +n 0 elastic scattering, in the forward direction (t = 0)
the non-Skyrme term does not contribute to the energy-
dependent quartic term while the Skyrme term does not
contribute to m ~ ~ ~ scattering. Hence by considering
the amplitude in the forward direction ( t = 0) and taking
the derivative with respect to

a)~= (s—2m ) (s+ u =4m~, t=0)
we can isolate the Skyrme and non-Skyrme terms. We get
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From the positivity of the cross section we see that y and e
must be positive-. Also, obvious lower bounds for e~ and y
can be obtained using only the measured cross sections in
the available energy range. Furthermore, to get e~ and y
from Eqs. (6), it is useful to note that because of the extra
power in the energy denominator, the high-energy contribu-
tion is strongly suppressed so that most of the contribution
to e and y comes from the low-energy dispersion integral.
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cT) t involves contributions from the I= 1 and I= 2 chan-
nels while o-„," receives contributions from the I=0 and
I= 2 channels. (We neglect the D -wave I= 0 contribu-
tion. ) At low energy, from the arm data or from the
current-algebra result, a-„=, is found negligible. Therefore,
the Skyrme term receives mostly contribution from the p-
meson resonance, and the non-Skyrme terms get the main
contribution from the large I= 0 S-wave scattering which
could be interpreted as a possible broad scalar resonance
(which however does not show up in the phase-shift
analysis). We use the parametrization for the partial-wave
amplitudes,
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Positivity Bounds = (Sub)luminality
Adams et. al. 2006

For Goldstone model:

L = �1

2
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c

⇤4
(@�)4

c > ↵c2 > 0

c2s = 1� c
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�̇2 < 1

Makes sense since positivity derivation relies on 
Analyticity=Causality

(Sub)luminality requires

Positivity requires:

Positivity of scattering time delay:
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Change of Basis 

T s
⌧1⌧2⌧3⌧4(s, t, u) = e�i

P
i ⌧i�Tu

�⌧1�⌧4�⌧3�⌧2(u, t, s)

Figure 1. The di↵erence between the helicity and transversity formalism. The horizontal plane (xz
plane) is the particle interaction plane. In the helicity formalism particle spins are projected onto the
direction of motion, while in the transversity formalism particle spins are projected in the vertical
direction, which is transverse to the interaction plane.

2.2 Transversity Formalism

Since H�1�2�3�4ps, t, uq contains a branch cut on the real axis of the complex s plane between

s “ 4m2 and 8, the crossing symmetry implies that there is a second branch cut in the real

axis between s “ ´t and ´8. However, this second branch cut has no obvious positivity

properties in the helicity formalism, due to the complicated crossing mixing of di↵erent he-

licity amplitudes as can be seen from Eq. (2.23) (unless �u “ 0, corresponding to the forward

scattering limit t “ 0, or unless all particles have zero spin). To go beyond the forward

scattering limit for non-zero spins, we first need to simplify the crossing relation by going to

the transversity basis, see Fig. 1.

Transversity Amplitudes: We define the transversity eigenstates [20, 26] as a particular

combination of the helicity eigenstates

|p, S, ⌧y ”
ÿ

�

u
S
�⌧ |p, S,�y , (2.26)

where the unitary matrix u
S
�⌧ is simply the Wigner D

S matrix associated with the rotation

R “ e
´i⇡{2Jze´i⇡{2Jyei⇡{2Jz ,

u
S
�⌧ “ D

S
�⌧

´
⇡

2
,
⇡

2
,´⇡

2

¯
. (2.27)

This unitary u
S matrix has the virtue of diagonalizing any of the Wigner d

S matrix, inde-

pendently of their angles. See Appendix F for properties of the u
S matrices.

The transversity amplitudes are thus related to the helicity amplitude via

T⌧1⌧2⌧3⌧4 “
ÿ

�1�2�3�4

u
S1
�1⌧1

u
S2
�2⌧2

u
S1˚
⌧3�3

u
S2˚
⌧4�4

H�1�2�3�4 . (2.28)
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Kotanski, 1965

Crossing is Simple!!

Scattering of  all spins
de Rham, Melville, AJT, Zhou 1706.02712



Dispersion Relation with Positivity along 
BOTH cuts

Punch line: The specific combinations:

For elastic scattering T⌧1⌧2⌧1⌧2p´✓q “ T´⌧1´⌧2´⌧1´⌧2p✓q, and so in this case the sum

(2.35) and di↵erence (2.36) can also be written as

T⌧1⌧2⌧1⌧2ps, t, uq ` T´⌧1´⌧2´⌧1´⌧2ps, t, uq , (2.39)

or ?
stu pT⌧1⌧2⌧1⌧2ps, t, uq ´ T´⌧1´⌧2´⌧1´⌧2ps, t, uqq , (2.40)

and have trivial monodromy and carry no branch cut from stu “ 0.

In summary, we shall consider the regularized amplitudes7

T
`
⌧1⌧2⌧3⌧4ps, ✓q “

`?´su
˘⇠
S
S1`S2

`
T⌧1⌧2⌧3⌧4ps, ✓q ` T⌧1⌧2⌧3⌧4ps,´✓q

˘
, (2.41)

T
´
⌧1⌧2⌧3⌧4ps, ✓q “ ´i

?
stu

`?´su
˘⇠
S
S1`S2

`
T⌧1⌧2⌧3⌧4ps, ✓q ´ T⌧1⌧2⌧3⌧4ps,´✓q

˘
, (2.42)

where S “ sps ´ 4m2q as defined in (2.3), ⇠ “ 1 if S1 ` S2 is half integer and ⇠ “ 0

otherwise. These have nicer crossing relations than the helicity amplitudes, (see Eq. (2.30)

or even Eq. (2.31) in the elastic case) and are also free of all kinematical singularities (poles

and branch points).

3 Positivity Bounds

In this section, we make use of the transversity amplitudes to derive an infinite number of

positivity bounds for non-forward scattering amplitudes of arbitrary spins.

3.1 Unitarity and the Right Hand Cut

To begin with we consider the case of elastic scattering of particles of definite transversity, so

that

⌧3 “ ⌧1 and ⌧4 “ ⌧2. (3.1)

The partial wave expansion for transversity eigenstates is rather complicated [26, 30], in

essence because one cannot define a rotationally invariant notion of transversity in a state

with only two particles. Instead, we use the helicity partial wave expansion

T⌧1⌧2⌧1⌧2ps, ✓q “
ÿ

J�1�2�3�4

u
S1
�1⌧1

u
S2
�2⌧2

u
S1˚
⌧1�3

u
S2˚
⌧2�4

d
J
µ�p✓qT̄ J

�1�2�3�4
psq , (3.2)

where we have set the interaction plane to lie along � “ 0 and in analogy with (2.15), we

have defined

T̄
J
�1�2�3�4

“ 4⇡p2J ` 1q
c

s

pipf
T
J
�1�2�3�4

. (3.3)

7
The expressions (2.41) and (2.42) are the most convenient ones when dealing with elastic scattering. As

already emphasize, when dealing with inelastic scattering, the prefactor
`?´su

˘⇠SS1`S2 should instead be

replaced by
`?´u

˘⇠ `?
s ´ 4m2

˘| ∞
i ⌧i|

as determined in (2.33).
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have the same analyticity structure 
as scalar scattering amplitudes!!!!!!!

Implies Dispersion Relation

the contributions from the LH and RH cut are not identical. Before getting to the general

case, we can get a feel for how the bounds work by considering the first t derivative of (3.41).

Defining new variables s “ 2m2 ´ t{2 ` v, so that

f⌧1⌧2pv, tq “ 1

⇡

ª 8

4m2
dµ

AbssT `
⌧1⌧2⌧1⌧2pµ, tq

pµ ´ 2m2 ` t{2 ´ vqNS`1
` 1

⇡

ª 8

4m2
dµ

AbsuT `
⌧1⌧2⌧1⌧2p4m2 ´ t ´ µ, tq

pµ ´ 2m2 ` t{2 ` vqNS`1
,

(3.45)

then di↵erentiating with respect to t gives

B
Btf⌧1⌧2pv, tq “ ´pNS ` 1q

2⇡

ª 8

4m2
dµ

AbssT `
⌧1⌧2⌧1⌧2pµ, tq

pµ ´ 2m2 ` t{2 ´ vqNS`2
(3.46)

´pNS ` 1q
2⇡

ª 8

4m2
dµ

AbsuT `
⌧1⌧2⌧1⌧2p4m2 ´ t ´ µ, tq

pµ ´ 2m2 ` t{2 ` vqNS`2

` 1

⇡

ª 8

4m2
dµ

BtAbssT `
⌧1⌧2⌧1⌧2pµ, tq

pµ ´ 2m2 ` t{2 ´ vqNS`1

` 1

⇡

ª 8

4m2
dµ

BtAbsuT `
⌧1⌧2⌧1⌧2p4m2 ´ t ´ µ, tq

pµ ´ 2m2 ` t{2 ` vqNS`1
.

Defining

M
2 “ Minµ•4m2rµ ´ 2m2 ` t{2s “ 2m2 ` t{2 , (3.47)

and using the integral inequality that for any positive definite function ⇢pµq ° 0

1

M2

ª 8

4m2

⇢pµq
pµ ´ 2m2 ` t{2qN dµ °

ª 8

4m2

⇢pµq
pµ ´ 2m2 ` t{2qN`1

dµ , (3.48)

and evaluating at v “ 0 we then infer that,

B
Btf⌧1⌧2p0, tq ` NS ` 1

2M2
f⌧1⌧2p0, tq ° 1

⇡

ª 8

4m2
dµ

BtAbssT⌧̀1⌧2⌧1⌧2pµ, tq
pµ ´ 2m2 ` t{2qNS`1

(3.49)

` 1

⇡

ª 8

4m2
dµ

BtAbsuT⌧̀1⌧2⌧1⌧2p4m2 ´ t ´ µ, tq
pµ ´ 2m2 ` t{2qNS`1

° 0 .

Thus our second non-trivial bound is

B
Btf⌧1⌧2p0, tq ` NS ` 1

2M2
f⌧1⌧2p0, tq ° 0 , 0 § t † m

2
. (3.50)

In practice, the above form of this bound is not so interesting since we have in mind M
2 „ m

2

and so this will be dominated by the second term. Since f⌧1⌧2p0, tq is already positive from the

lower bound, then there is little new content in this new bound. The situation is very di↵erent

however if we imagine that the EFT has a weakly coupled UV completion. In this case, we

expect the scattering amplitude already computed at tree level to satisfy all of the properties

that we have utilized, specifically the Froissart bound. Given this, the above bound can be

applied directly to the tree level scattering amplitudes. These amplitudes by definition do

– 21 –

general spins, such a subtraction would not be convenient since the residue of the t-channel

pole is itself a function of s, and subtracting it can modify the behaviour of the amplitude12

at large s.

Consider a contour C for T̃⌧̀ ps, tq in the complex s plane, which encircles the poles at

s
1 “ m

2 and s
1 “ 3m2 ´ t as well as a generic point s, as shown in Figure 2. By Cauchy’s

integral formula, we have

T̃
`
⌧1⌧2⌧1⌧2ps, tq “ 1

2⇡i

¿

C

ds1 T̃
`
⌧1⌧2⌧1⌧2ps1

, tq
ps1 ´ sq . (3.39)

We can deform this contour so that it runs around the branch cuts and closes with circular

arcs at infinity (contour C 1). We emphasize that even when we are considering higher spins,

a Froissart bound still applies [19] and |T `
⌧1⌧2⌧1⌧2ps, tq||s|Ñ8 † |s|NS . This allows us to neglect

the arcs at infinity by performing a su�cient number of subtractions. We can then obtain

the following dispersion relation:

T̃
`
⌧1⌧2⌧1⌧2ps, tq “

NS´1ÿ

n“0

anptqsn` s
NS

⇡

ª 8

4m2
dµ

AbssT `
⌧1⌧2⌧1⌧2pµ, tq

µNS pµ ´ sq

`u
NS

⇡

ª 8

4m2
dµ

AbsuT⌧̀1⌧2⌧1⌧2p4m2 ´ t ´ µ, tq
µNS pµ ´ uq , (3.40)

where NS is given by Eq. (3.36).

The subtraction functions anptq in the dispersion relation are undetermined by analyticity

and depend on the detailed information of the particular theory involved. To eliminate them,

we simply take Ns derivatives and consider the quantity

f⌧1⌧2ps, tq “ 1

NS !

dNS

dsNS
T̃

`
⌧1⌧2⌧1⌧2ps, tq , (3.41)

“ 1

2⇡i

¿

C

ds1 T̃
`
⌧1⌧2⌧1⌧2ps1

, tq
ps1 ´ sqNS`1

, (3.42)

“ 1

⇡

ª 8

4m2
dµ

AbssT `
⌧1⌧2⌧1⌧2pµ, tq

pµ ´ sqNS`1
` 1

⇡

ª 8

4m2
dµ

AbsuT `
⌧1⌧2⌧1⌧2p4m2 ´ t ´ µ, tq

pµ ´ uqNS`1
. (3.43)

Since we have already established that the absorptive parts are positive on both the RH and

LH cuts in section 3.1 and 3.2, then our first positivity bounds is the simple statement that

f⌧1⌧2ps, tq ° 0 , ´t † s † 4m2
, 0 § t † m

2
, (3.44)

12
The concern is that the tree-level or finite loop residue may already violate the Froissart bound, and

so subtracting it modifies the analyticity arguments which rely on the assumption of the Froissart bound in

determining the overall number of subtractions.
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Scattering of  spin states produces compact bounds!
4 Two metrics

We shall be interested in the theory of two interacting massive spin-2 fields g(1) and g(2) of mass
and Plank mass: m1, MPl1 and m2, MPl2, respectively. As before we shall parametrize the metric
perturbations as

g(1)µ⌫ = (⌘µ⌫ + hµ⌫)
2 , g(2)µ⌫ = (⌘µ⌫ + fµ⌫)

2 . (4.1)

The action describing the fields hµ⌫ and fµ⌫ can then be written as

L =
�2M2

Pl
2

p
�g(1) R[g(1)] +

x2�2m2M2
Pl

4

p
�⌘

4X

n=0

(1)
n Un

⇥
⌘�1h

⇤

+
M2

Pl
2

p
�g(2) R[g(2)] +

m2M2
Pl

4

p
�⌘

4X

n=0

(2)
n Un

⇥
⌘�1f

⇤

+
�m2M2

Pl
2

c1 Lhhf +
�m2M2

Pl
2

c2 Lhff +
�m2M2

Pl
4

�Lhhff ,

(4.2)

with the interaction terms given by

Lhhf = "µ⌫↵�"
µ⌫0↵0�0

h⌫
⌫0h↵

↵0f�
�0 ,

Lhff = "µ⌫↵�"
µ⌫0↵0�0

h⌫
⌫0f↵

↵0f�
�0 ,

Lhhff = "µ⌫↵�"
µ0⌫0↵0�0

hµ
µ0h⌫

⌫0f↵
↵0f�

�0 .

(4.3)

Coefficients
m1 = xm
m2 = m

MPl1 = �MPl

MPl2 = MPl

Table 1: Coefficients used in Eq.4.2.

The coefficients that will be used in the rest of the paper are in Table 1.

The interaction terms in the Lagrangian leading to the hf ! hf scattering can be written as:

L ��2M2
Pl@h@hh+M2

Pl@f@ff

+
x2�2m2M2

Pl
4

(1)
3 "µ⌫⇢d"abcdh

a
µh

b
⌫h

c
⇢ +

m2M2
Pl

4
(2)
3 "µ⌫⇢d"abcdf

a
µf

b
⌫f

c
⇢

+
�m2M2

Pl
2

c1 "µ⌫↵�"
µ⌫0↵0�0

h⌫
⌫0h↵

↵0f�
�0 +

�m2M2
Pl

2
c2 "µ⌫↵�"

µ⌫0↵0�0
h⌫
⌫0f↵

↵0f�
�0

+
�m2M2

Pl
4

� "µ⌫↵�"
µ0⌫0↵0�0

hµ
µ0h⌫

⌫0f↵
↵0f�

�0 ,

(4.4)

where c1, c2 and � are dimensionless variables. Note that the first two terms in Eq. 4.4 are a short
version of Eq. 3.19.
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Lint =
�m2M2

Pl

2
c1Lhhf +

�m2M2
Pl

2
c2Lhff +

�m2M2
Pl

4
�Lhhff

Figure 2: The allowed region of parameters obtained from the indefinite hh ! hh scattering for
di↵erent values of c1 at x = m1/m2 = 0.5 (up) and x = 2 (down). The results are presented in both
(c3, d5) plane (left) and (3,4) plane (right). By increasing c1 the island shrinks until it becomes a
point at c1 = c1max. For x = 0.5 this point is reached at c1max = 3.62, and for x = 2 at c1max = 0.291.
The cross in both figures represents the minimal model with c3 = 1/6 and d5 = �1/48, or 3 = 4/3,
4 = 1/2.

– 29 –

Figure 3: The allowed values of the cubic couplings, c1 (blue) and c2 (yellow), as a function of the
mass ratio, x, obtained from hh ! hh scattering. For a given value of x, the maximal allowed value,
c1 = c1max, is determined as the value at which the allowed (c3, d5) island shrinks to a point.

Figure 4: Comparison of the allowed region of cubic parameters c1,3 obtained from the indefinite
hh ! hh and hf ! hf scatterings, for x = m1/m2 = 1 c2 = c1 and vanishing quartic couplings
� = 4 = 0. Each channel allows the removal of a di↵erent region of parameter space.

4.3 Z2 Symmetric Case

In general we are dealing with a nine–dimensional parameter space x, �,
(1,2)
3,4 , c1,2,� and providing

the generic positivity constraints in the full nine–dimensional space is beyond the scope of this work.
However much progress can be made by investigating specific slices of this nine–dimensional manifold.
One of the most natural scenarios to consider is the one that enjoys a Z2 symmetry with respect
to swapping the two fields, h and f , corresponding to c1 = c2, 

(1)

n = 
(2)

n , x = m1/m2 = 1 and
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Figure 3: The allowed values of the cubic couplings, c1 (blue) and c2 (yellow), as a function of the
mass ratio, x, obtained from hh ! hh scattering. For a given value of x, the maximal allowed value,
c1 = c1max, is determined as the value at which the allowed (c3, d5) island shrinks to a point.

Figure 4: Comparison of the allowed region of cubic parameters c1,3 obtained from the indefinite
hh ! hh and hf ! hf scatterings, for x = m1/m2 = 1 c2 = c1 and vanishing quartic couplings
� = 4 = 0. Each channel allows the removal of a di↵erent region of parameter space.

4.3 Z2 Symmetric Case

In general we are dealing with a nine–dimensional parameter space x, �,
(1,2)
3,4 , c1,2,� and providing

the generic positivity constraints in the full nine–dimensional space is beyond the scope of this work.
However much progress can be made by investigating specific slices of this nine–dimensional manifold.
One of the most natural scenarios to consider is the one that enjoys a Z2 symmetry with respect
to swapping the two fields, h and f , corresponding to c1 = c2, 

(1)

n = 
(2)

n , x = m1/m2 = 1 and
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3.2 Triple crossing and t derivatives

To extract new positivity bounds with t derivatives, we can make use of detailed properties of the
Gegenbauer polynomial and the fact that a scalar amplitude is trivially triple crossing symmetric.
The dispersion relation (2.9) is manifestly s $ u crossing symmetric B(s, t) = B(u, t). Triple crossing
symmetry means that B(s, t) should also be s $ t crossing symmetric B(s, t) = B(t, s), which one
can impose as a condition on Eq (2.9). Being more precise, in the case where there scattering states
are massive and their is a mass gap to the branch cut, the scattering amplitude will be an analytic
function in the so-called Mandelstam triangle, for which the s and t channel dispersion relations may
be identified

a(t) +

Z 1

4m2

dµ

⇡(µ� µp)2


(s� µp)2

µ� s
+

(u� µp)2

µ� u

�
ImA(µ, t)

= a(s) +

Z 1

4m2

dµ

⇡(µ� µp)2


(t� µp)2

µ� t
+

(u� µp)2

µ� u

�
ImA(µ, s) . (3.17)

Note that this relation is not valid outside of the Mandelstam triangle in general.
The ✏⇤ subtracted amplitude (2.18) that is used in the improved positivity bounds is in general

not triple crossing symmetric, because the 4m2 to (✏⇤)2 subtraction is only s $ u crossing symmetric.
Nevertheless, when there is a weakly coupled tree level UV completion, the dispersion relation for the
tree level amplitude Btr(s, t) is triple crossing symmetric, as the 4m2 to (✏⇤)2 subtraction vanishes
then. With this in mind, triple crossing becomes most powerful in the case of weakly coupled tree
level UV completions.

To proceed and to simplify the core argument we shall assume m ⌧ ⇤ and neglect the mass
dependence in the partial wave formula, as appropriate for weakly coupled UV completions for which
the leading bounds are on the tree amplitudes. Imposing s $ t crossing symmetry at s = 0, that is,
Btr(0, t) = Btr(t, 0), we can express the unknown subtraction function a(t) in terms of the dispersion
integral:

a(t) = a(0) +
X

`

Z
dµ

 
t
2

µ� t
+

t
2

µ+ t

�
µ⇢`,↵(µ)�

t
2

µ+ t

µ⇢`,↵(µ)

C
(↵)
` (1)

C
(↵)
`

✓
1 +

2t

µ

◆!
. (3.18)

Imposing the s $ t crossing symmetry in general and then expanding in terms of powers of kinematic
invariants (which amounts to an expansion in 1/µ) gives rise to

0 = Btr(t, s)�Btr(s, t) =
X

`

Z
dµ ⇢`,↵(µ)


2HD,`st(s2 � t

2)

(D � 2)Dµ2
+O

✓
1

µ3

◆�
, (3.19)

where we have defined

HD,` = `(`+D � 3)[4� 5D � 2(3�D)`+ 2`2]. (3.20)

Since this relation must be true for any s and t, it follows that

X

`

Z
dµ ⇢`,↵(µ)

HD,`

µ2
= 0. (3.21)

must hold as an identity. This is one of the many nontrivial consequences of full crossing symmetry
on the partial wave expansion coe�cients, which will be explored systematically in Section 5.3. For
now, as we shall see, the condition Eq (3.21) already turns out to be remarkably fruitful.

– 10 –

Crossing Symmetry

As(s, t, u) = At(t, s, u)



Partial Wave Expansion

With this, going through the same steps, we can derive improved Y positivity bounds [18, 57]

Y
(2N,M)
✏⇤ (t) =

bM/2cX

r=0

crB
(2N+2r,M�2r)
✏⇤ (t)

+
1

M2

b(M�1)/2cX

k even

(2(N + k) + 1)�kY
(2(N+k),M�2k�1)
✏⇤ (t) > 0, (2.20)

where now M
2 = (✏⇤)2+ t

2 �2m2
' (✏⇤)2. From Eq (2.20), we see that the higher t-derivative bounds

are constructed by linearly combining derivatives of the amplitude with the lower t-derivative bounds.
A greater M2 will suppress the t-derivative bounds and hence enhance the importance of the higher
t-derivative bounds, in addition to the fact that the subtraction from 4m2 to (✏⇤)2 already improves
the Y bounds.

An often considered case is that the UV completion is weakly coupled and this weak coupling is
also accessible at low energies. In this case, loop diagrams can be suppressed with respect to the tree
diagrams by the UV weak coupling and the tree level amplitude already unitarizes the amplitude in
the UV, so we can have a tree level dispersion relation Btr(s, t), which is similar to Eq (2.18) but the
integrand is replaced with the tree level amplitude and the integration starts from ⇤th, the energy
scale of the first state that lies outside the EFT [9]. Then, we can similarly derive the tree level
positivity bounds Y (2N,M)

tr (t). Note that for a tree level amplitude, its imaginary part vanishes, so the
✏⇤ subtracted amplitude B✏⇤(s, t) is the same as B(s, t), so Y

(2N,M)
tr (t) is a special case of Y (2N,M)

✏⇤ (t).

Note that, roughly speaking, the quantities Y (2N,M)(t) or Y (2N,M)
✏⇤ are linear combinations of the

s and t derivatives of the scattering amplitude A(s, t). In contrast, with additional inputs from the
partial wave expansion and crossing symmetry, the positivity bounds we will derive in the following
are often nonlinear in the amplitude (and its s and t derivatives).

3 New positivity bounds: Simple examples

In this section, we will make further use of the dispersion relation (2.19) to extract some new positivity
bounds. In deriving the Y positivity bounds, we essentially used the fact that the imaginary part of
the amplitude is positive in appropriate ranges of s and t, i.e., Eq (2.6). However, the partial wave
expansion and partial wave unitarity actually contain more information, yet to be profited to derive
new positivity bounds. Also, the dispersion relation (2.10) or (2.19) are only manifestly s $ u crossing
symmetric, while the amplitude is actually triple crossing symmetric, which has not been used to derive
the Y positivity bounds. In this section we will take advantages of these new pieces of information
to derive the first examples of new positivity bounds before taking a more systematical approach in
Section 5.

First, since the integrand of Eq (2.19) is positive in the physical region µ > 4m2, we can introduce
a positive “density distribution”

⇢`,↵(µ) =
F (↵)

(µ� µp)3
µ
1/2

(µ� 4m2)↵
(2`+ 2↵)Ima`(µ)C

(↵)
` (1), (3.1)

with

C
(↵)
` (1) =

�(`+D � 3)

�(D � 3)�(`+ 1)
=

✓
`+D � 4

`

◆
> 0, D � 4, (3.2)
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general gravitational type theories which admit weaker notion of locality [54, 55]. Indeed, the entire
strength of the standard positivity bound story rests on the assumption that the scattering amplitude
is bounded by |s|

2, at large |s| and fixed momentum transfer, which is traditionally derived from the
assumptions of polynomial or (linear) exponential boundedness. The validity of these assumptions in
the gravitational context is unclear. In essense, since we typically do not expect local gauge invariant
observables in a quantum theory of gravity, it is unclear why the scattering amplitude should respect
locality in the usual manner. These issues are further closely intertwined with the technical issues in
the applicability of positivity bounds in the presence of gravity [35, 50–52].

The paper is organized as follows: In Section 2, we review the Y positivity bounds derived in [9],
as we will compare the new bounds with the Y bounds later, and also establish some notations along
the way; In Section 3, as a warm-up, we derive some simple examples of the new positivity bounds; In
Section 4, we apply the first new positivity bounds to theories with soft amplitudes - specifically the
weakly broken Galileon theory and show that such soft amplitude theories cannot have an analytical
UV completion; In Section 5, we take a more systematical approach to derive a few sets of di↵erent
positivity bounds, first using only the s $ u symmetric dispersion and then further imposing the
s $ t symmetry; The best triple crossing symmetric bounds up to level 1/µ10 in 4D are presented in
explicit form; In Section 6, we explore the di↵erences between the Y bounds and the new positivity
bounds; In Section 7, we use these new bounds to constrain SU(2) chiral perturbation theory; We
conclude in Section 8.

Note added: While we were putting final touches on this draft, [56] appeared which contains
some overlap in results obtained through a slightly di↵erent method. In particular, these authors reach
a similar conclusion about theories with soft amplitudes [15, 40–42].

2 Review of the linear Y positivity bounds

In this section, we shall review the linear positivity bounds derived in [9] for the case of a single scalar,
which can be conveniently formulated as a recurrence relation that defines positive Y (2N,M) quantities,
which in turn are sums of derivatives of the scattering amplitude with respect to the Mandelstam
variables. Slightly di↵erent from [9], here we shall present the results in D dimensions. The formulas
in the following are valid only, strictly speaking, for D � 4, but as we will see in Appendix B, with
some appropriate definitions, the results also hold for D = 3.

The 2-to-2 scattering amplitude for scalar particles is a Lorentz invariant function of Mandelstam
variables s, t and u that satisfy the constraint s + t + u = 4m2 and the scattering angle ✓ can be
expressed as

cos ✓ = 1 +
2t

s� 4m2
. (2.1)

Choosing s and t as the independent variables, the amplitude A(s, t) can be viewed as an analytic
function with complex variables s and t, except for certain poles and branch cuts already seen in
perturbation theory. The partial wave expansion in D dimensions is facilitated by D-dimensional
generalization of the Legendre polynomials — the Gegenbauer polynomials C(↵)

` (x):

A(s, t) = F (↵)
s
1/2

(s� 4m2)↵

1X

`=0

(2`+ 2↵)C(↵)
` (cos ✓)a`(s), ↵ =

D � 3

2
, (2.2)
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Partial wave 
expansion:
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Using the s $ u symmetric dispersion relation, we can cast the amplitude in a triple-crossing-
symmetric way Btr(s, t) = (Btr(s, t) +Btr(s, u) +Btr(t, s))/3. A straightforward evaluation gives

f
(0,1)

f (0,0)
=

⌧⌧
3(2�D) + 4(�3 +D)`+ 4`2

2(D � 2)µ

��
, (3.22)

which leads to
f
(0,1)

f (0,0)
+

⌧⌧
3

2µ

��
=

⌧⌧
2(�3 +D)`+ 2`2

(D � 2)µ

��
. (3.23)

A special case of the Cauchy-Schwarz inequality of the expected values hhX(µ, l)ii2 
⌦⌦
X(µ, l)2

↵↵
(or

“the variance is positive”) tells us that

✓
f
(0,1)

f (0,0)
+

⌧⌧
3

2µ

��◆2

=

⌧⌧
2(D � 3)`+ 2`2

(D � 2)µ

��2



**✓
2(D � 3)`+ 2`2

(D � 2)µ

◆2
++

. (3.24)

Since we can split the square into

(2(D � 3)`+ 2`2)2 = (5D � 4)
⇥
2(D � 3)`+ 2`2

⇤
+ 2HD,`, (3.25)

plugging back into 3.24, the later term vanishes due to Eq 3.21, so we get

✓
f
(0,1)

f (0,0)
+

⌧⌧
3

2µ

��◆2


5D � 4

D � 2

⌧⌧
2(D � 3)`+ 2`2

(D � 2)µ2

��
. (3.26)

Note that the integrand of the integral
P

`

R
dµ⇢`,↵(µ)(...)/µ2 is positive definite. So if one fixes one

of the µ’s in the denominator to the lower limit of the integration, which is ⇤2
th for this case, the result

is greater than the original integral. For the case where ⇤th = ⇤, we have the following inequality

⌧⌧
2(D � 3)`+ 2`2

(D � 2)µ2

��
<

1

⇤2

⌧⌧
2(D � 3)`+ 2`2

(D � 2)µ

��
. (3.27)

Combining it with Eq (3.26), we have

✓
f
(0,1)

f (0,0)
+

⌧⌧
3

2µ

��◆2

<
5D � 4

(D � 2)⇤2

✓
f
(0,1)

f (0,0)
+

⌧⌧
3

2µ

��◆
, (3.28)

which can be written as

0 <
f
(0,1)

f (0,0)
+

⌧⌧
3

2µ

��
<

5D � 4

(D � 2)⇤2
. (3.29)

Since hh1/µii and f
(0,0) are positive, we have

f
(0,1)

<
5D � 4

(D � 2)⇤2
f
(0,0) (3.30)

Similarly, we have the inequality
⌧⌧

1

µ

��
<

1

⇤2
=)

X

`

Z
dµ⇢`,↵(µ)

1

µ
<

1

⇤2
f
(0,0)

, (3.31)

and thus we have

0 < f
(0,1) +

3

2⇤2
f
(0,0)

. (3.32)
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where
�n
k

�
= n!/[k!(n� k)!] are the binomial coe�cients. Then the dispersion relation can be written

as

B✏⇤(s, t) = a(t) +
X

`

Z
dµ


(s� µp)2

µ� s
+

(u� µp)2

µ� u

�
(µ� µp)⇢`,↵(µ)

C
(↵)
` (1)

C
(↵)
`

✓
1 +

2t

µ� 4m2

◆
, (3.3)

where for simplicity we have suppressed the summation and the integration limits, which are from
(✏⇤)2 from 1.

New positivity bounds are easiest to see when the derivatives of the amplitude are evaluated at
s = t = 0 and the limit (✏⇤)2 � m

2
! 0 is taken for the expansion coe�cients, which is the approach

we take in this section. In other words, we shall evaluate s and t derivatives of B✏⇤(s, t) at s = t = 0,
which leads to a dispersion relation where the integrand is a function of µ and m

2, and since the low
limit of µ is (✏⇤)2, we can neglect all the subleading terms with m

2. Clearly, the m ! 0 limit can be
taken earlier, and also choosing µp = 0 we have

B✏⇤(s, t) = a(t) +
X

`

Z
dµ


s
2

µ� s
+

(�s� t)2

µ+ s+ t

�
µ⇢`,↵(µ)

C
(↵)
` (1)

C
(↵)
`

✓
1 +

2t

µ

◆
, (3.4)

To see the simplest examples of these positivity bounds, we may define

f
(2N,M)

⌘
1

2(2N + 2)!
@
M
t @

2N+2
s B✏⇤(s, t)|s,t!0. (3.5)

Making use of dispersion relation (3.4), we have

f
(2N,0) =

X

`

Z
dµ⇢`,↵(µ)

1

µ2N
> 0, N = 0, 1, 2, ..., (3.6)

which are positive, and f
(2N�1,0) = 0 for N = 1, 2, 3, .... Making connection to the triple symmetric

expansion coe�cient ai,j defined in Eq (2.16), we have f
(2N,0) = aN+1,0/2 and so

aN,0 > 0 for N = 1, 2, ... . (3.7)

Now, we can define an “expected value” or “moment” over the “distribution” ⇢`,↵(µ):1

hhX(µ, l)ii =

P
`

R
dµ⇢`,↵(µ)X(µ, l)P
`

R
dµ⇢`,↵(µ)

. (3.8)

We will see that, since the scattering amplitude can be directly linked to this expected value, inequali-
ties associated with generic expected values can be used to derive positivity bounds on the amplitude.

3.1 Nonlinear positivity bounds with s derivatives only

We first look for new positivity bounds with only s derivatives on the amplitude. For this case,
we consider X(µ, l) = 1/µ2N and we have

⌦⌦
1/µ2N

↵↵
= f

(2N,0)
/f

(0,0). Then the Cauchy-Schwarz
inequality for expected values,

⌧⌧
1

µ2I

��⌧⌧
1

µ2J

��
�

⌧⌧
1

µI+J

��2

, (3.9)

1The significance of the moment of the positive distribution has been emphasized by [58].
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f (2N,M) ⌘ 1

2(2N + 2)!
@M
t @2N+2

s A0(s, t)
��
s,t!0

Ratios of  amplitude coefficients can be written in 
terms of  moments, e.g.

Using dispersion relation and partial wave expansion we infer

Defining moments:

Defining amplitude expansion coefficients:



Null-constraints

3.2 Triple crossing and t derivatives

To extract new positivity bounds with t derivatives, we can make use of detailed properties of the
Gegenbauer polynomial and the fact that a scalar amplitude is trivially triple crossing symmetric.
The dispersion relation (2.9) is manifestly s $ u crossing symmetric B(s, t) = B(u, t). Triple crossing
symmetry means that B(s, t) should also be s $ t crossing symmetric B(s, t) = B(t, s), which one
can impose as a condition on Eq (2.9). Being more precise, in the case where there scattering states
are massive and their is a mass gap to the branch cut, the scattering amplitude will be an analytic
function in the so-called Mandelstam triangle, for which the s and t channel dispersion relations may
be identified

a(t) +

Z 1

4m2

dµ

⇡(µ� µp)2


(s� µp)2

µ� s
+

(u� µp)2

µ� u

�
ImA(µ, t)

= a(s) +

Z 1

4m2

dµ

⇡(µ� µp)2


(t� µp)2

µ� t
+

(u� µp)2

µ� u

�
ImA(µ, s) . (3.17)

Note that this relation is not valid outside of the Mandelstam triangle in general.
The ✏⇤ subtracted amplitude (2.18) that is used in the improved positivity bounds is in general

not triple crossing symmetric, because the 4m2 to (✏⇤)2 subtraction is only s $ u crossing symmetric.
Nevertheless, when there is a weakly coupled tree level UV completion, the dispersion relation for the
tree level amplitude Btr(s, t) is triple crossing symmetric, as the 4m2 to (✏⇤)2 subtraction vanishes
then. With this in mind, triple crossing becomes most powerful in the case of weakly coupled tree
level UV completions.

To proceed and to simplify the core argument we shall assume m ⌧ ⇤ and neglect the mass
dependence in the partial wave formula, as appropriate for weakly coupled UV completions for which
the leading bounds are on the tree amplitudes. Imposing s $ t crossing symmetry at s = 0, that is,
Btr(0, t) = Btr(t, 0), we can express the unknown subtraction function a(t) in terms of the dispersion
integral:

a(t) = a(0) +
X

`

Z
dµ

 
t
2

µ� t
+

t
2

µ+ t

�
µ⇢`,↵(µ)�

t
2

µ+ t

µ⇢`,↵(µ)

C
(↵)
` (1)

C
(↵)
`

✓
1 +

2t

µ

◆!
. (3.18)

Imposing the s $ t crossing symmetry in general and then expanding in terms of powers of kinematic
invariants (which amounts to an expansion in 1/µ) gives rise to

0 = Btr(t, s)�Btr(s, t) =
X

`

Z
dµ ⇢`,↵(µ)


2HD,`st(s2 � t

2)

(D � 2)Dµ2
+O

✓
1

µ3

◆�
, (3.19)

where we have defined

HD,` = `(`+D � 3)[4� 5D � 2(3�D)`+ 2`2]. (3.20)

Since this relation must be true for any s and t, it follows that

X

`

Z
dµ ⇢`,↵(µ)

HD,`

µ2
= 0. (3.21)

must hold as an identity. This is one of the many nontrivial consequences of full crossing symmetry
on the partial wave expansion coe�cients, which will be explored systematically in Section 5.3. For
now, as we shall see, the condition Eq (3.21) already turns out to be remarkably fruitful.
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0 = A(s, t)�A(t, s) =
X

`

Z
dµ⇢`,↵(µ)


2HD,`st(s2 � t

2)

(D � 2)Dµ2
+ . . .

�

AJT, Wang, Zhou 2020

Caron-Huot, Van Duong 2020
Using the s $ u symmetric dispersion relation, we can cast the amplitude in a triple-crossing-

symmetric way Btr(s, t) = (Btr(s, t) +Btr(s, u) +Btr(t, s))/3. A straightforward evaluation gives

f
(0,1)

f (0,0)
=

⌧⌧
3(2�D) + 4(�3 +D)`+ 4`2

2(D � 2)µ

��
, (3.22)

which leads to
f
(0,1)

f (0,0)
+

⌧⌧
3

2µ

��
=

⌧⌧
2(�3 +D)`+ 2`2

(D � 2)µ

��
. (3.23)

A special case of the Cauchy-Schwarz inequality of the expected values hhX(µ, l)ii2 
⌦⌦
X(µ, l)2

↵↵
(or

“the variance is positive”) tells us that

✓
f
(0,1)

f (0,0)
+

⌧⌧
3

2µ

��◆2

=

⌧⌧
2(D � 3)`+ 2`2

(D � 2)µ

��2



**✓
2(D � 3)`+ 2`2

(D � 2)µ

◆2
++

. (3.24)

Since we can split the square into

(2(D � 3)`+ 2`2)2 = (5D � 4)
⇥
2(D � 3)`+ 2`2

⇤
+ 2HD,`, (3.25)

plugging back into 3.24, the later term vanishes due to Eq 3.21, so we get

✓
f
(0,1)

f (0,0)
+

⌧⌧
3

2µ

��◆2


5D � 4

D � 2

⌧⌧
2(D � 3)`+ 2`2

(D � 2)µ2

��
. (3.26)

Note that the integrand of the integral
P

`

R
dµ⇢`,↵(µ)(...)/µ2 is positive definite. So if one fixes one

of the µ’s in the denominator to the lower limit of the integration, which is ⇤2
th for this case, the result

is greater than the original integral. For the case where ⇤th = ⇤, we have the following inequality

⌧⌧
2(D � 3)`+ 2`2

(D � 2)µ2

��
<

1

⇤2

⌧⌧
2(D � 3)`+ 2`2

(D � 2)µ

��
. (3.27)

Combining it with Eq (3.26), we have

✓
f
(0,1)

f (0,0)
+

⌧⌧
3

2µ

��◆2

<
5D � 4

(D � 2)⇤2

✓
f
(0,1)

f (0,0)
+

⌧⌧
3

2µ

��◆
, (3.28)

which can be written as

0 <
f
(0,1)

f (0,0)
+

⌧⌧
3

2µ

��
<

5D � 4

(D � 2)⇤2
. (3.29)

Since hh1/µii and f
(0,0) are positive, we have

f
(0,1)

<
5D � 4

(D � 2)⇤2
f
(0,0) (3.30)

Similarly, we have the inequality
⌧⌧

1

µ

��
<

1

⇤2
=)

X

`

Z
dµ⇢`,↵(µ)

1

µ
<

1

⇤2
f
(0,0)

, (3.31)

and thus we have

0 < f
(0,1) +

3

2⇤2
f
(0,0)

. (3.32)
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✓
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(0,1)
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(D � 2)⇤2
f
(0,0) (3.30)

Similarly, we have the inequality
⌧⌧

1

µ

��
<

1

⇤2
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X

`

Z
dµ⇢`,↵(µ)

1

µ
<

1

⇤2
f
(0,0)

, (3.31)

and thus we have

0 < f
(0,1) +

3

2⇤2
f
(0,0)

. (3.32)
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⌧⌧

1

µ
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<
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(0,0)

, (3.31)

and thus we have
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3
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(0,0)

. (3.32)
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BUT!!!
ZERO!!!

hence:

From Cauchy-Schwarz:



Two-sided bounds!!!

Using the s $ u symmetric dispersion relation, we can cast the amplitude in a triple-crossing-
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A special case of the Cauchy-Schwarz inequality of the expected values hhX(µ, l)ii2 
⌦⌦
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Note that the integrand of the integral
P

`

R
dµ⇢`,↵(µ)(...)/µ2 is positive definite. So if one fixes one
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Combining it with Eq (3.26), we have
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which can be written as

0 <
f
(0,1)

f (0,0)
+

⌧⌧
3

2µ

��
<

5D � 4

(D � 2)⇤2
. (3.29)

Since hh1/µii and f
(0,0) are positive, we have

f
(0,1)

<
5D � 4

(D � 2)⇤2
f
(0,0) (3.30)

Similarly, we have the inequality
⌧⌧

1

µ

��
<

1

⇤2
=)

X

`

Z
dµ⇢`,↵(µ)

1

µ
<

1

⇤2
f
(0,0)

, (3.31)

and thus we have

0 < f
(0,1) +

3

2⇤2
f
(0,0)

. (3.32)

– 11 –

given:

then:
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Compact positivity bounds

AJT, Wang, Zhou 2020
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Figure 2. Positivity bounds on c3,3/
p
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p
c4,0c5,0. The red (blue) lines are the D
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optimal positivity bounds. Non-optimal positivity bounds are also plotted with equal interval choices
of k.

Figure 3. Positivity bounds on c4,4/c6,0 and c5,2/c6,0. The red (blue) lines are the Dstu
4,4 (D̄stu

4,4) bounds
with di↵erent choices of k. The enclosed region hexagon is the region allowed by the optimal positivity
bounds.
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+ Much recent numerical work: Rewrite as a linear optimisation problem 
(extremize Wilson coefficients subject to null constraints) or variant

Caron-Huot, Van Duong 2020
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Figure 8: The (g̃3, g̃4) allowed region. Numerics were performed at n = 10 Mandelstam

order and J = 0, 2, . . . , 40. One can see that g3 may take-on negative values, while g4 is

positive. Boundaries appear smooth except for two kinks at (�10.19, 0.5) and (3, 0.5).

region is then simply the convex hull of the allowed regions for these two problems:

Entire region = Convex Hull [Spin-0 + Spin-J � 2] . (4.5)

As may be seen from the form of the g3 sum rule (2.22), the two solutions are di↵erentiated

by the sign of g3: positive for Spin-0 and negative for Spin-J � 2.

In our implementation of the dual problem, theories with only J � 2 particles can be

studied by simply dropping the positivity constraint for the functional action on J = 0. The

allowed regions for the Spin-0 and Spin-J � 2 sub-problems are the narrow almond-shaped

regions shown in fig. 9.

The shape of these regions is largely explained by a simple scaling argument: given any

solution to crossing, scaling-up its overall mass scale will give a new solution. Starting from

any allowed point (g̃3, g̃4), this generates an allowed path (↵g̃3,↵2
g̃4) where 0  ↵  1. This

explains the parabolic shape of the “underbellies” in fig. 9. In fact the Spin-0 almond is simply

the convex hull of the parabola connecting (0, 0) to (3, 12). (This is qualitatively similar to

what is found in the forward limit [11, 13].)

The Spin-J � 2 region is more complicated – while it also displays a parabolic under-

belly near the origin, it fails to extend all the way to g̃4 = 1
2 . The boundary must thus

exhibit non-analytic behaviour at the end of the parabola, however we were unable to local-
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d 3 4 5 6 7 8 9 10 26 50

bound 0.155 0.132 0.138 0.140 0.141 0.141 0.140 0.140 0.132 0.127

Table 1: Nonperturbative (possibly non-optimal) upper bounds on
g2Md�(

d
2 )

(4⇡)
d
2 �(d)

in various space-

time dimensions.

As expected, up to a standard loop factor, the coe�cient of 1
2(@�)

4 can’t exceed order unity in

units of the heavy scale. We stress that, contrary to other bounds in this paper, upper bounds

on couplings at the cuto↵ scale cannot be straightforwardly interpreted in terms of Lagrangian

parameters, since any EFT which saturates them is by definition strongly interacting already

below the cuto↵, making quantum corrections non-negligible. Rather, the bound may be

interpreted as follows: among all observables which are linear in the S-matrix at the scale M

and which reduce to g2 at weak coupling, there exists one which satisfies eq. (3.35): namely,

eq. (3.31) with the quoted ↵⇤. This observable resides at the scale M in the sense of eq. (3.30).

Similar bounds in di↵erent spacetime dimensions are recorded in table 1; after normalizing

with a suitable d-dimension factor (closely related to n
(d)
0 ) we find that the obtained bound

is pretty stable in dimensions.

4 Numerically ruling-out: The allowed space of scalar EFTs

In this section, we summarize the obtained numerical results, focusing on d = 3 + 1 space-

time dimensions. Treating the low-energy EFT to tree-level, we determine the space of EFT

coe�cients gn, where the low-energy amplitude is parameterized as

Mlow = � g
2


1

s
+

1

t
+

1

u

�
� �

+ g2(s
2 + t

2 + u
2) + g3(stu) + g4(s

2 + t
2 + u

2)2 + g5(s
2 + t

2 + u
2)(stu) + · · ·

(4.1)

Recall that it is convenient to introduce dimensionless EFT coe�cients g̃n normalized by g2

and appropriate powers of the mass gap M introduced in equation (3.1), since the numerical

analysis is performed directly on these variables. We find optimal upper and lower bounds

for g̃3, g̃4, and g̃5, given positivity of high-energy spectral densities ⇢J , using the optimization

framework introduced above.

4.1 Bounds on individual coe�cients

Let us begin by confining the value of individual EFT coe�cients, being completely agnostic

about all the others. Table 2 shows how these bounds depend on the number of crossing

symmetry constraints kept. We conclude that, in d = 3 + 1 space-time, normalized EFT

coe�cients satisfy:

�10.346  g̃3  3, 0  g̃4 
1

2
, �4.0960  g̃5 

5

2
. (4.2)
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A0(s, t, u) =



Compact positivity bounds and causality

The goal of this paper is then to determine constraints we obtain on a given EFT by imposing
(1.8) around di↵erent backgrounds. Since our primary concern will be non-gravitational scalar field
theories, we can choose to probe the EFT by adding an external source. This device allows us to
consider backgrounds which are not solutions of the unsourced background equations of motion. By
choosing di↵erent sources, we can adjust the background solution to probe di↵erent possible scatter-
ing phases, and by extremising over the choices of backgrounds we will be able to obtain competitive
constraints from the scattering time delay.

The rest of the paper is structured as follows. In Section 2, we introduce the shift-symmetric
low energy scalar EFT we will be considering and discuss the positivity constraints that arise from
consideration of their scattering amplitudes. We also provide generic arguments for the expected time
delay within a WKB approach on generic backgrounds. For concreteness, we then focus on specific
profiles for the rest of the manuscript. In Section 3, we consider the simple case of a homogeneous
background and argue for the need of less symmetric configurations to make further contact with
positivity bounds. We then proceed to consider the scattering of perturbations around a spherically-
symmetric background in Section 4. We examine two limits: one where the waves have no angular
dependence and the other where they have large angular momentum. For each of these cases, we
spell out carefully the conditions for the validity of the EFT and the WKB approximation. After
computing the time delay and requiring that we cannot obtain a resolvable violation of causality we
obtain bounds on the Wilson coe�cients of the EFT. The case of no angular momentum gives rise
to a lower bound while the large angular momentum case draws an upper bound that approaches
the non-linear positivity bounds obtained in [33, 34]. Lastly, we discuss our results and conclude in
Section 5. In the Appendices, we show details of our calculations at higher orders in the EFT and for
large angular momentum. We also explain our setup for obtaining bounds on the Wilson coe�cients.

2 Low energy e↵ective field theory and propagation speed

In this paper, we consider the requirements for a scalar e↵ective field theory to be causal. For ped-
agogical simplicity we focus on theories invariant under a shift symmetry � ! � + c. Since we are
interested in comparing the constraints arising from 2 ! 2 tree-level scattering, we will consider only
operators up to quartic order in the field �, and we will ensure to work in a regime where operators
that are higher order in the field remain irrelevant to our causality considerations. In the following,
we work with a minimal set of such independent operators up to dimension-12, so that our Lagrangian
is given by [95]

L = �
1

2
(@�)2 �

1

2
m

2
�
2 +

g8

⇤4
(@�)4 +

g10

⇤6
(@�)2

h
(�,µ⌫)

2
� (⇤�)2

i
+

g12

⇤8
((�,µ⌫)

2)2 � gmatter�J , (2.1)

where (�,µ⌫)2 = @µ@⌫�@
µ
@
⌫
�, (@�)2 = @µ�@

µ
�, gmatter is the coupling strength to external matter and

J is an arbitrary external source. Note that for convenience we choose to write down the dimension-10
operator as the quartic Galileon5 [96]. The scale ⇤ has been introduced as the standard cuto↵ of this
low energy EFT. Note that even though some EFTs may be reorganised so as to remain valid beyond
⇤ (see for instance [97] for a discussion), here we take the more conservative approach and consider the
low energy EFT to break down at ⇤. Except when we consider the case g8 = 0, it proves convenient
to redefine ⇤ so that g8 = 1.

5
The time delay remains manifestly invariant under field redefinitions as long as we can neglect boundary terms.

This can be seen for instance explicitly in Section 4.2 for the zero angular momentum case up to the EFT order that

we consider here.
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For Goldstone model:

5 Discussion and conclusions

We have seen that requiring that the e↵ective field theory only leads to causal propagation around
a given spherically-symmetric background allows us to put tight bounds on the Wilson coe�cients
of a low energy EFT, independently of its ultimate high energy completion. Remarkably, there are
two physical regimes that give rise to di↵erent bounds. The propagation of zero angular momentum
partial waves gives rise to lower bounds while the propagation of high ` modes imposes both lower
and upper bounds, although the lower bounds are in general not competitive with those arising from
` = 0 modes. We can summarise our findings by combining both results from the monopole and the
higher-order multipoles. This is shown in the blue causal regions depicted in Fig. 4.

Figure 4: Infrared Causality constraints on the Wilson coe�cients of two scalar low-energy EFT,
a shift-symmetric one with g8 = 1 on the left and a Galileon-symmetric one with g8 = 0 on the
right. In both cases, the white areas are regions in the Wilson coe�cients space where a violation
of causality can be observed at low-energy, whereas the orange one is derived from positivity bounds
requiring assumptions in the UV. To obtain these results, we combined lower and upper bounds derived
respectively in the ` = 0 and ` > 0 cases.

On the left pane of Fig. 4 we observe the causality bounds (blue) compared to the positivity
bounds (orange). While our causality bounds are not as constraining as the positivity ones, we note
two important points. First, contrary to the positivity bounds, causality bounds do not require any
assumptions of the UV completion (including notably, unitarity and locality) they arise purely from
infrared physics that is well described by the EFT. Second, positivity bounds have by now been opti-
mised using various techniques allowing to probe features of the EFT beyond its forward limit, while
ours were so far obtained using a simple static and spherically symmetric profile with a simple ex-
tremisation procedure. It is likely that tighter bounds could be derived by allowing for more generic
and less symmetric profiles.
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For example, for one-particle scattering in a spherically symmetric background, the S-matrix diago-
nalises in multipoles ` and we may define the associated multipole time delays

�T` = 2
@�`

@!

���
`
. (1.4)

In the large-` limit, we may consider scattering at fixed impact parameter b = (` + 1/2)!�1, giving
the time delay traditionally calculated in the Eikonal approximation [93, 94]

lim
`!1

�`=b!�1/2(!) = �Eikonal(!, b) , (1.5)

for which the time delay is (see for example [76])

�Tb = 2
@�`

@!

���
b
. (1.6)

The signature of true causality violation would be the manifest existence of closed-time-like-curves
within the regime of validity of the EFT, however it is understood that such phenomena are akin to
experiencing a resolvable4 scattering time advance, (within the regime of validity of the EFT). The
resolvability requirement comes from the uncertainty principle which is reflected in the fact that a time
advance no bigger than the uncertainty �t ⇠ !

�1 is clearly not in conflict with causality. Indeed in
general, as is well understood, scattering time advances can be mildly negative without contradicting
causality, but only in a bounded way. For example for s-wave (monopole) scattering in a spherically
symmetric potential which vanishes for r > a, causality imposes the bound on the scattering time
delay of the form [69–73]

�T`=0 � �
2a

v
+

1

kv
sin(2ka+ �0) � �

2a

v
�

1

kv
, (1.7)

with v the group velocity and k the momentum with ! ⇠ O(kv). The first term gives the allowed time
advance associated with the spherical waves scattering of the boundary r = a, and the second term
gives an allowed time advance due to the wave nature of propagation, i.e. the uncertainty principle. For
the intermediate scale frequencies and smooth backgrounds considered in what follows the first term
will be absent (see Appendix A for a discussion) but we must still allow for the uncertainty principle. In
other words, we will consider frequencies larger than the scale of variation of the background (within
the WKB semi-classical region) and su�ciently high such that we do not encounter any potential
barriers, but within the regime of validity of the EFT. All these conditions will be carefully monitored
throughout the analysis performed below. Note that lower frequencies do not probe the support of
the retarded Green’s function and hence are not probing causality. Working in the regime of validity
of the WKB approximation, our de facto relativistic causality requirement is that

�T & �
1

!
. (1.8)

applied in the relativistic region where the background is su�ciently smooth and no potential barrier
is encountered on scales set by the wavelength !

�1 such that the hard sphere type time advances
�2a/v are absent.

4
Strict positivity of the scattering time delay is sometimes incorrectly imposed. This is not required since the time

delay is only a meaningful indication of causality in the semi-classical region (WKB or eikonal).

– 4 –

Causality = 
positivity of Eisenbud-Wigner 
scattering time delay
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Key idea
Construct quantity which is not obviously positive, but is well 
defined for            such that the two subtraction dispersion 
relation can be used

t < 0

t = �p2Find functions f(p) such that

Including massless gravity

where
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Positivity of  Goldstones coupled to Gravity

Previously conjectured form in Positivity Bounds and the Massless Spin-2 Pole
Alberte, de Rham, Jaitly, AJT 2000
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Figure 4. Allowed regions for g2 and g3 in a theory of a scalar coupled to gravity in flat space in
dimensions D = 5, . . . , 12, with heavy mass scale M . For each curve, the region to the right is allowed
and the region to the left is disallowed. Each bound was computed using a 17-dimensional space of
functionals, listed in Table 2. We give more details on the numerical computation in Appendix A. The
inequalities plotted here are listed in Table 3.

In Figure 5, we show the impact parameter wavefunction bf(b) for the extremal functional
that minimizes g2 in D = 6. Clearly, the numerical optimization procedure constructs sum
rules dominated by b ⇠ 1/M .

Because our sum rules are linear and homogeneous in the EFT couplings 8⇡G, g2, g3, we
can always add an admissible amplitude without gravity to an admissible amplitude with
gravity to obtain a new admissible amplitude with gravity. The allowed region in (g2, g3)-
space without gravity is a cone C [11]. The allowed region with gravity must be a union of
translations of C. Indeed, this is the case: the allowed region is similar to the non-gravitational
one, but shifted so that g2 has a negative minimum value (achieved at a particular value of g3).
Note that the bounds are stronger in larger D. This is due to the fact that the dimensional
reduction of a unitary theory is unitary (more technically the fact that higher-dimensional
Gegenbauer polynomials can be written as positive linear combinations of lower-dimensional
Gegenbauer polynomials). Physically, it makes sense that the ratio g2M

2
/G should not admit

an upper bound: g2 and G are a priori independent couplings, measuring respectively the
strength of the scalar self-interaction and the strength of gravity. We are assuming that the
EFT is weakly coupled, which means that both g2 and G are taken to be small in units of M ,
but their ratio is a priori undetermined without further physical input. On the other hand, for
fixed g2M

2
/G, we expect (and will confirm) that all other dimensionless ratios gkM

2k�2
/G

obey double-sided bounds.
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Figure 8: Allowed region for |bg3|2 and g4 in terms of Newton’s constant and the spin-

4 mass gap M . Note that both axes are rescaled by an infrared logarithm log(M/mIR).

Manifestly, both |bg3|2 and g4 obey two-sided bounds; a nonvanishing cubic coupling bg3 requires

a nonvanishing quartic g4. The dashed line gives the bound eq. 4.6.

stronger ones by using the numerical parameter choices in appendix C. Our optimal bounds

are:

|bg3|2M8  24.9 log(M/mIR) � 27.6 , (4.4)

g4M
6

8⇡G
 12.3 log(M/mIR) � 13.5 . (4.5)

To obtain these, we included all improved sum rules B
imp
2 and B

imp
3 with nmax = 6, and we

included additional @
q
p2B

(1) imp
4 (0) up to q = 2 to get the bound on g4.

A finer way to present the constraint is to carve out the allowed space in the three EFT

parameters |bg3|2, g4 and G, as shown in figure 8. These were are computed by using all im-

proved B2 and B3 for nmax = 5 and additional forward-limit contributions from @
q
p2B

(1) imp
4 (0)

up to q = 2.

A special limit of the bound is the dashed line in figure 8 which is tangent to the allowed

region near origin; from its slope we find numerically that

g4

8⇡G
� 0.26|bg3|2M2

. (4.6)

This is e↵ectively equivalent to the bound g4
8⇡G � 1

4 |bg3|2M2 reported in (6.13) of [52] using

forward-limit bounds of spin k � 4. This bound indicates that it is not possible to turn on a

cubic coupling without having a quartic coupling as well.
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(a) (b)

Figure 11: Allowed region for (a) g5 and g4 and (b) Re bg5 and g4 in units of Newton’s

constant, the spin-4 mass gap M , and an infrared cuto↵ mIR, with light spin-0 and spin-2

matter fields allowed. The dashed lines show the positivity bounds (4.8) and (4.9) respectively.

Solid lines display the loop amplitudes of subsection 4.1.

Curiously, this bound appears stronger than what we could derive from forward limit func-

tionals.

To compute bounds plotted in figures 11a and 11b, we truncated the space of functionals

to nmax = 5 built from improved sum rules to from spin-2 to spin-6, i.e., B
imp
i with i = 2 . . . 6.

In the former case we also include forward-limit of sum rules @
k
t B

(1) imp
4 (0) and @

k
t B

(1) imp
5 (0)

and in the latter @
q
p2B

(1) imp
4 (0) and @

q
p2B

(2) imp
4 (0), with up to q = 4 to guarantee the large J

behaviour of functionals are positive. Other detailed parameter choices are listed in table 2.

4.4 Bounds involving D
4
R

4
and low spin dominance

In section 2.5 we reviewed how expanding higher-spin sum rules around forward-limit produces

homogeneous bounds involving e.g., g
0
6/g6, which gives eq. (2.44), which we reproduce here:

�90

11
 g

0
6

g6
 6 (using forward limits and a single null constraint) . (4.10)

An important observation made in [45] was that the space of couplings spanned by the theories

in Section 4.1, a.k.a “the theory island”, is much smaller than that given by such homogeneous

bounds. In [45], in order to approach the theory island, the authors propose an additional

assumption called low-spin-dominance (LSD), which is a constraint on possible UV spectra

stating that higher-spin states are suppressed compared to low-spin states. Quantitively, for

MHV amplitudes, LSD implies

LSD : |c+±
4,m2 | � ↵|c+±

J>4,m2 |2 , (4.11)
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where hatted couplings are complex (the real and imaginary part representing parity-even and

parity-odd couplings, respectively). The subscript “low” emphasizes that this expansion is

used only for |s| < M
2. The signs on the first line have been chosen so that our couplings relate

simply to those in [45].3 The matter contributions fmatter(s, u), gmatter(s, u), and hmatter(s, u)

are recorded in appendix B.

It is straightforward to write down Lagrangians that give rise to the above amplitudes.

Before doing so, it is important to note that Lagrangian densities are only defined mod-

ulo field redefinitions (which change contact interactions by equation of motions) and total

derivatives. In particular, any higher-derivative term involving the Ricci tensor Rµ⌫ or scalar

R is removable, so only powers of the Riemann curvature Rµ⌫�⇢ must be kept.4 Furthermore,

numerous identities relate various contractions of Riemann tensors and derivatives. This is

the reason why we do not include R
2: R

2-terms can be recast into the Gauss-Bonnet term,

which is topological in d = 4. In contrast, the amplitudes (2.7) are unambiguous.

With this being said, it is straightforward to list a minimal set of irreducible higher-

dimension operators and map them to the amplitudes (2.7) by computing the resulting tree-

level amplitudes. For example, the parity-even sector of cubic gravity contains 10 di↵erent

operators, but field redefinitions and various identities leave us with only one independent

operators [46]. Up to dimension eight, our e↵ective action is

S =
1

16⇡G

Z
d

4
x
p

�g

h
R � 1

3!

⇣
↵3R

(3) + ↵̃3R̃
(3)

⌘

+
1

4

⇣
↵4(R

(2))2 + ↵
0
4(R̃

(2))2 + 2↵̃4R
(2)

R̃
(2)

⌘
+ . . .

i
+ Smatter , (2.9)

where we defined

R
(2) = Rµ⌫⇢�R

µ⌫⇢�
, R̃

(2) = Rµ⌫⇢�R̃
µ⌫⇢�

, R̃µ⌫⇢� ⌘ 1
2✏µ⌫

↵�
R↵�⇢� ,

R
(3) = Rµ⌫

⇢�
R⇢�

↵�
R↵�

µ⌫
, R̃

(3) = Rµ⌫
⇢�

R⇢�
↵�

R̃↵�
µ⌫

.

(2.10)

It is then straightforward to expand gµ⌫ = ⌘µ⌫ +
p

32⇡Ghµ⌫ and apply the standard Feynman

techniques to evaluate scattering amplitudes and compare with eqs. (2.7):

bg3 = ↵3 + i↵̃3, g4 = 8⇡G(↵4 + ↵
0
4) , bg4 = 8⇡G(↵4 � ↵

0
4 + i↵̃4) . (2.11)

Note that we absorbed a factor of 8⇡G in three-point couplings but not in four-point couplings.

3The conversion is simply:

{g4, g5, g6, g
0
6}here = {a0, a1, a2,0, a2,1}there

. (2.8)

In our notation the subscript always denotes half the number of derivatives in the contact interaction.
4It is well-known for example that f(R) gravity is equivalent to standard Einstein gravity minimally coupled

to a scalar field with a specific potential. From our perspective, f(R) gravity thus does not constitute a higher-

derivative correction to Einstein’s gravity. Instead, it is a specific choice of matter sector.
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• Positivity Bounds are very powerful at constraining 
irrelevant operators in a low energy EFT

• Full crossing symmetry implies upper and lower bounds on 
Wilson coefficients

• Strong constraints on interacting massive spin theories and 
supersoft theories

• With some assumptions can be applied to gravitational 
effective theories massless gravity 

• Results broadly consistent with expectations of naive EFT 
counting/naturalness arguments

William Blake, from ‘The Marriage of Heaven and Hell’  


